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Nomenclature

d spacing between dense vertical cracks (DVCs)
D (Ē1 − Ē2)/(Ē1 + Ē2): Dundurs’ parameter
E1 Young’s Modulus of CMAS penetrated layer
E2 Young’s Modulus of unpenetrated material
f volume fraction of porosity
h CMAS-infiltration depth and depth of channel

cracks
H thickness of TBC layer (1 mm)
k1 thermal conductivity of CMAS penetrated layer
k2 thermal conductivity of unpenetrated layer
! length parameter proportional to h
s spacing between channel cracks
Tpenetrate temperature at CMAS penetration depth
Tsub substrate temperature
Tsurf TBC surface temperature
T CMAS

M CMAS melting temperature (∼1220 ◦C)
"Tsurf/sub difference between the temperature drop at the

surface and that at the substrate (defined in Fig. 9).
"T Allow

tbc allowable temperature difference across TBC to
avert delamination.

x distance into TBC layer from surface

Greek letters
α effective thermal expansion coefficient of coating
αsub thermal expansion coefficient of substrate
"α difference in thermal expansion coefficient

between substrate and coating
Γ CMAS mode I toughness of CMAS penetrated DVCs

within the TBC
Γ tbc mode I TBC toughness
"νn Raman frequency shift of band at wavenumber n
η location parameter (x/H)
ν1 Poisson ratio of CMAS penetrated layer
ν2 Poisson ratio of unpenetrated layer
Πn piezo-spectroscopic coefficient
σB in-plane biaxial stress
σ̄B average in-plane tensile stress in CMAS layer

ing → delamination → spalling scenario that rationalizes and
quantifies the measurements and observations.

The terminology used in this article is summarized in Table 1
and defined in the text. Briefly, the plan view of a segment
cut from a representative shroud (Fig. 1) indicates three dis-
tinct zones (denoted I, II and III). Spalls are present in zone
III, as well as sub-surface delaminations (Fig. 2b). The delam-
inations within this zone occur at three levels identified in
figure.

2. Crack morphologies

Sections normal to the surface were made using proce-
dures described elsewhere [7]. Scanning electron and optical
images (Figs. 2 and 3) summarize the various crack and

Fig. 1. Plan view optical image of a segment of a turbine shroud. Three of the
zones examined are indicated, as well as the (vertical) plane of cross-sectioning.

Fig. 2. Micrographs of cross-sections through the TBC along the plane marked
in Fig. 1: (a) SE images of zones I and II. Note the dense vertical cracks (DVC)
with spacing, d = 0.2 mm, and the deposits on the surface. (b) SE image of zone III
close to the spalled region. Delaminations at three different levels are apparent.
In each case the delaminations originate from channel cracks with separation,
s ∼ 1 mm (see Fig. 3 for details on channel crack morphology).

delamination morphologies. Plan view optical images of pla-
narized surfaces (Fig. 3a and b) provide complementary
information.

Zones I and II exhibit a characteristic splat microstructure [8]
with an array of through-thickness separations typical of “dense
vertically cracked” (DVC) systems [9–11]. The DVCs have
spacing, d ≈ 0.2 mm (Figs. 2a and 3a). The TBC has its orig-
inal (as-deposited) thickness and a thin deposit is superposed.

Table 1
Terminology used to describe features of the material

Feature Terminology Significance

Affected area of
shroud

Zone I Shallow CMAS penetration
Zone II
Zone III Deep penetration of CMAS

Location of
delamination

Level (i) Just above bond coat
Level (ii) Just below CMAS
Level (iii) Just beneath surface

Region of CMAS
penetration

Sublayer A Upper region near-surface
Sublayer B Lower region of CMAS
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•  Smoothed-particle hydrodynamics (SPH) 
•  Peridynamics 
•  Moving Least Squares (MLS) 
•  Discrete Element Method (DEM) 
 
•  Same equations apply regardless of cracks 
•  Cracks/damage “just happen” as a result of properties/loading 
 
•  All reduce to collection of interacting particles.  
•  “Meshless” = nodes, but no elements (i.e. no predefined 

connectivity) 
•  All involve intrinsic length scale (element size?) 

•  Involve calculation of derivatives (except for v = ¼) 
•  Most utilize dynamic integration of equations of motion. 

1
h

V 

What? Why? How? 



Silling and Bobaru, IJNLM, 2005 

Macek and Silling, FE Anal. Des., 2007 

Askari, et al.  JOP, 2008 

Inter/transgranular fracture Cracking (plates, membranes) 

Fiber networks 
Ballistics 

Examples: Silling’s peridynamics 



Outline 
•  Smoothed Particle Hydrodynamics (SPH) 
•  Peridynamics 
•  Peristatics* with GPUs (and weird particles) 
•  Concluding Remarks 

*Caution: term has just been coined. Object or you are complicit. Thomas Moore, 1535 (ACE)  



Smoothed Particle Hydrodynamics 

Lagrangian formulation of Navier-Stokes: particles define (and therefore move) with the fluid:

in contrast to Eulerian formulation, any field variable only depends on time.

r dv

dt

=�—p+µ—2
v+ f (1)

This is obtained by combining conservation of momentum with the constitutive relationship for a

viscous fluid; mass conservation is preserved through the SPH formalism.

Particles carry mass, position and velocity, and will hold smoothed quantity approximations

obtained from the SPH formalism.
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The kernel (interpolation) function has to have certain properties to establish consistency:
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Here, h is the size of the domain over which interpolation is conducted: h dictates how many

particles are included in the approximation of a quantity at a given point. This can be thought
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•  Navier-Stokes: equilibrium 
& linear viscous fluid: 

•  Want collection of particles to 
represent fluid: 



Smoothed Particle Hydrodynamics: SPH 

Lagrangian formulation of Navier-Stokes: particles define (and therefore move) with the fluid:

in contrast to Eulerian formulation, any field variable only depends on time.

r dv

dt

=�—p+µ—2
v+ f (1)

This is obtained by combining conservation of momentum with the constitutive relationship for a

viscous fluid; mass conservation is preserved through the SPH formalism.

Particles carry mass, position and velocity, and will hold smoothed quantity approximations

obtained from the SPH formalism.

a

i

=
dv

i

dt

=
F

i

r
i

; r̈

i

=
F

i

(r, ṙ)
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of as an interaction distance, and it’s choice dramatically impacts computational cost. An example

of a typical kernel function (used for pressure) is:
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Note that the choice of the kernel function need not be the same for a given property being

interpolated, and in general will not be the same for different quantities!! That is, we use

different W for different quantities, chosen to ensure physical behaviors.
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which is basically the sum of the mass of the particles in region h divided by the volume of region

h.

The governing equations invariably involve derivatives; this is the departure from molecular

dynamics! However, the SPH formalism converts those derivatives into a discrete system that

is very much like molecular dynamics. And indeed, MD codes have been adapted to solve SPH

equations.
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•  The key to it all: (volume) smoothed (interpolated) 
quantities: 

•  For example, density: 



Smoothed Particle Hydrodynamics: SPH 

of as an interaction distance, and it’s choice dramatically impacts computational cost. An example

of a typical kernel function (used for pressure) is:

W (r,h) =
315

64ph

9

�
h

2 � |r|2
�3

; 0  |r| h (8)

Note that the choice of the kernel function need not be the same for a given property being

interpolated, and in general will not be the same for different quantities!! That is, we use

different W for different quantities, chosen to ensure physical behaviors.

As an example, the computed density associated with a particle - i.e. the density at location r

i

is given by:

r
i

= r(r
i

) = Â
j

r
j

✓
m

j

r
j

◆
W (r

i

� r

j

) = Â
j

m

j

W (r
i

� r

j

) (9)

which is basically the sum of the mass of the particles in region h divided by the volume of region

h.

The governing equations invariably involve derivatives; this is the departure from molecular

dynamics! However, the SPH formalism converts those derivatives into a discrete system that

is very much like molecular dynamics. And indeed, MD codes have been adapted to solve SPH

equations.

A straight-up calculation of the derivatives of a a field are given by:

—A(r) = Â
j

A

j

✓
m

j

r
j

◆
—W (r� r

j

) (10)

This implies the following force on each particle, if the pressure associated with each particle is

known:

f

p

i

=�—p(r
i

) (11)

=�Â
j 6=i

p

j

✓
m

j

r
j

◆
—W (r

i

� r

j

) (12)

However, we can obtain a higher order approximation to derivatives as follows:

r—A = —(rA)�A—r ! —A =
1
r
(—(rA)�A—r) (13)

The higher order estimate for the force on a particle is given by:

f

p

i

=�r
i Â

j 6=i

 
p

i

r2
i

+
p

j

r2
j

!
m

j

—
�
r

i

� r

j

�
(14)

3

We can compute the pressure associated with a particle location using the bulk modulus of the

fluid, as in:
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where r
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is the density of the fluid at rest. Using the kernel given above, we obtain behaviors we

expect: the particles feel a repulsive force when the density is greater than the rest value, and an

attractive force when the density is less than the rest value.

Using our higher order approximation, the viscosity term is given by:
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We need the Laplacian of the kernel function to be positive everywhere so that viscosity leads

only to dissipation (i.e. positive damping). The pressure kernel does not have this property, so we

choose a different one:
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We now have a complete set of dynamic equations of motion:
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And so, we are off to the races, doing numerical integration. Some considerations:

• For large deformations, at any time step, we must find the particles in region defined by h.

• For some flows, particles must be added in.

• We haven’t dealt with surface energy.

• Some particles may want to leave.

• Collision with external boundaries must be dealt with.

• Video games have incorporated all types of particle geometries.
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•  Kernel (interpolation) function properties: 

pressure 

viscosity 

•  h is critical, defines length-scale over which 
pressure/density are computed. 
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Lagrangian formulation of Navier-Stokes: particles define (and therefore move) with the fluid:

in contrast to Eulerian formulation, any field variable only depends on time.

r dv

dt

=�—p+µ—2
v+ f (1)

This is obtained by combining conservation of momentum with the constitutive relationship for a

viscous fluid; mass conservation is preserved through the SPH formalism.

Particles carry mass, position and velocity, and will hold smoothed quantity approximations

obtained from the SPH formalism.
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The smoothed-quantity approximation for a given property, A, is obtained from a the integral

of a kernel function, W , as follows:
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Taking the integral as the sum of discrete volumes (each associated with a particle), we replace the

analytical integral with a sum over the particles:
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where W obviously has units per volume, i.e. has dimensions of 1/Volume. The volume of

a particle is computed as the mass of that particle divided by the density associated with that

particle:

V =
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r
(5)

As such, the property at position r is obtained from the interpolation (kernel) function as follows:
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The kernel (interpolation) function has to have certain properties to establish consistency:
Z

W(h)
W (r)dr = 1; lim

h!0
W (r) = d (r); W (r)� 0 (7)

where d (0) = •.

Here, h is the size of the domain over which interpolation is conducted: h dictates how many

particles are included in the approximation of a quantity at a given point. This can be thought

2

•  Need to compute gradients: 

•  Gradients ‘pushed’ onto kernal functions, similar to 
FEA 

Note: pj, ρj are functions 
of particle position! 
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We can compute the pressure associated with a particle location using the bulk modulus of the

fluid, as in:
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where r
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is the density of the fluid at rest. Using the kernel given above, we obtain behaviors we

expect: the particles feel a repulsive force when the density is greater than the rest value, and an

attractive force when the density is less than the rest value.

Using our higher order approximation, the viscosity term is given by:
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We need the Laplacian of the kernel function to be positive everywhere so that viscosity leads

only to dissipation (i.e. positive damping). The pressure kernel does not have this property, so we

choose a different one:

Wµ(r,h) =
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We now have a complete set of dynamic equations of motion:
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K

,r
k

) for all K particles in h (21)

And so, we are off to the races, doing numerical integration. Some considerations:

• For large deformations, at any time step, we must find the particles in region defined by h.

• For some flows, particles must be added in.

• We haven’t dealt with surface energy.

• Some particles may want to leave.

• Collision with external boundaries must be dealt with.

• Video games have incorporated all types of particle geometries.
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•  More accurate way to compute derivatives: 

•  Force on particle due to pressure: 

•  Force on particle due to visocity: 

Bulk modulus: 
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•  Surface tension must be included. 

•  Must have enough particles. 

•  For any time step, ‘neighbors’ must be identified. 

•  Collision detection is needed for boundaries. 

Initialize Compute 
pressure 
& density 

Compute 
forces 

Time integrate 
accelerations 

Update 
Config. 



Smoothed Particle Elastodynamics: SPE 

•  Work through 
formalism for different 
constitutive law 
(different gradient 
terms) 

•  Time-stepping 
stepping slow: implicit 
algorithms slow. 

•  ‘Neighbors’ can be 
fixed for brittle 
materials (use 
cohesive laws to 
account for fracture) 
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Examples of SPH for elastodynamics: 
P.W. Cleary and R. Das

Fig. 3 Elastoplastic deformation of a rectangular projectile (moving to the left) impacting on a
thin elastic wall.

4 Elastoplastic Collision

Figure 3 shows the elastoplastic deformation of a soft rectangular projectile (moving
to the left) impacting on a thin elastic wall. Light grey shows material with no plastic
strain and dark grey shows the maximum current plastic strain. Upon initial contact
with the wall, there is some initial plastic deformation at the leading edge of the
projectile with peak deformation (of 23%) occurring at its corners. As the projectile
pushes against the wall and the wall bows to the left, the plastic failure extends into
the projectile in a triangular zone from the corners. The peak strain is now 60%. In
the fourth frame the wall has reached its maximum extension and has started moving
back to the right. The wall and the projectile are now moving in opposite directions
and the stresses in the projectile rise sharply. Significant plastic deformation now
occurs at the front of the projectile with significant transverse flow. The peak strain
is now 90%. The returning wall accelerates to the right and the rate of deformation
increases leading to a significant flattening of the projectile and a near doubling of
its width with peak strains reaching 155% at the time of separation from the wall.

The impact of an elastic projectile on a thin elastoplastic wall was simulated.
Upon contact the wall bows to the left. Once the von Mises stress exceeds the yield
stress plastic deformation starts to occur. This continues until all the kinetic energy
of the projectile is absorbed by the wall. The projectile is then pushed back to the
right by the elastic unloading of the wall. Figure 4 shows the final shape of the wall
for four different yield stresses. For the strongest material (left) the plastic strain is
concentrated near the attachment points of the wall and produces ductile necking.
For a softer material, necking also occurs at the corners of the projectile where stress
is concentrated. As the material is made softer, the plastic strain needed to stop the
projectile increases and the thinned sections of the wall lengthen. In the final case
the entire wall has been stretched to more than double its length with peak plastic
strains of 150%. The SPH method shows remarkable stability for these very high
deformation problems.
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The Potential for SPH Modelling of Solid Deformation and Fracture

Fig. 7 Brittle fracture of a circular rock impacting on a rigid surface.

Fig. 8 Brittle fracture of a square rock impacting on a rigid surface.

Fig. 9 Brittle fracture during uniaxial compression.

Figure 9 shows the brittle fracture of a uniaxially loaded rectangular rock speci-
men. This is the same test configuration with the same material properties as in the
previous uniaxial test. The specimen domain was discretised with 12,040 particles
of size 1 mm. Uniaxial compression generates lateral tension. Early damage occurs
starting from the four corners where the stresses are very high. Damage propagates
slowly downwards and slightly inwards creating multiple cracks. Just after 0.382
s, the growth of these cracks abruptly accelerates and they propagate diagonally
towards the middle of the sample leading to catastrophic failure.

295

Cleary and Das, IUTAM Syposium, 2008: elastic-plastic projectile 

Cleary and Das, IUTAM Syposium, 2008: brittle compression 
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is the rotation tensor. The following equation of state is used:

Ps = c2
0(ρs − ρs) (12)

where ρs0 is the reference density. The subscript s in the above
symbols refers to the solid state. The bulk modulus is K = ρ̄sc

2
0

and the Poisson ratio νs is:

νs = (3K/µs − 2)
2(3K/µs + 2)

(13)

The plasticity model used is a radial return plasticity model
originally proposed by Wilkins [7]. The trial stress S

ij
Tr is the

deviatoric part of the stress calculated assuming that the initial
response is elastic,

Sij = αS
ij
Tr (14)

where Sij is the final deviatoric stress at the end of a time-step
and α is a proportionality constant given by:

α =
(

1 − 3µs$ε̄p

σ̄Tr

)
(15)

with
√

2/3σ̄Tr being the magnitude of the trial deviatoric stress
and $ε̄p being the increment in equivalent plastic strain:

$ε̄p =
σ̄Tr − σn

y

3µs + H
(16)

where σn
y is the final yield stress and H is the hardening modulus.

The stress update is completed by adding the deviatoric and
mean stress as given in Eq. (8). The plastic strain is incremented
as:

ε̄p = ε̄p + $ε̄p (17)

2.3. History dependent properties of the metal

Each SPH particle represents a specific volume of metal and
carries that information with it. This is a critical attribute of
the Lagrangian methods. This means that information on the
precise state of each piece of metal can be known at all times
and the history of each piece of metal is built into the parti-
cle data. This provides significant capability to track properties
such as:

• Cumulative plastic strain;
• Damage (which is a volume averaged local measure of crack-

ing) leading to fracture prediction;
• Metal composition (including tracking multiple metals or

metal composites) and trapped gas;
• Metallic phase and microstructure;
• Surface oxide.

Some or all of these properties can then be used to feed back
into the flow dynamics using suitable rheology models.

3. Complex 3D flow in high pressure die casting using
SPH

High pressure die casting (HPDC) is an important method
for manufacturing high volume and low cost metal compo-
nents. In this method molten metal is injected at both high speed
(30–100 m/s) and under high pressure through complex gate and
runner systems and into the die. In order to obtain homogeneous
cast componens with minimal porosity and void formation one
needs to have a good die design with accurate positioning of air
vents which enable the release of most of the entrapped air. The
position of the air vents in turn depends on the gating system
used and the geometry of the die. Numerical simulation offers

Fig. 1. Fill pattern predicted for high pressure die casting of a rocker cover using
SPH.
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Fig. 2. Example of cold extrusion of aluminium using an elasto-plastic SPH model. The particles are coloured (left) in four bands based on its initial position to
show the deformation pattern and (right) by plastic strain with red being 1.8 and dark blue corresponding to 0.0 (for interpretation of the references to colour in this
figure legend, the reader is referred to the web version of the article).

of die is 1 m long but 0.2 m high for the upper die and 0.4 m
for the lower die. The blank is 0.56 m wide by 0.4 m high. In
this SPH simulation, 2913 particles of 10 mm diameter are used
to model the dies and blank. Apart from the hardening modu-
lus, the material properties used in forging simulation presented
in this paper are given in Table 1. In Fig. 3, the particles are
coloured by the plastic strain, and show the deformation pro-
cess for the blank and the locations of high strain. The upper

die first makes contact with the blank at 10 ms. As the top die
moves further down, plastic deformation of the blank occurs.
The motion is mainly sideways and downward. After about
950 ms, more and more deformation is in the downward direc-
tion and into the lower cavity of the die. The forging operation
is completed at 1150 ms and the blank takes on the shape of
the cavity formed by the upper and lower dies. The forging is
shown again in the left column of Fig. 4, this time coloured

46 P.W. Cleary et al. / Journal of Materials Processing Technology 177 (2006) 41–48

Fig. 3. Simple forging example using SPH. The particles coloured by the values of plastic strain with blue for 0.0, green for 30.0 and red for 60.0 (for interpretation
of the references to colour in this figure legend, the reader is referred to the web version of the article).

in horizontal strata so that the internal deformation can be
tracked.

Our example also demonstrates prediction of one of the issues
with improper design of the die, that being the ability of the
workpiece to move in the die leading to non-symmetric forged
components. Here the workpiece moves slightly to the right as
it is being pushed into the die, leading to an asymmetric filling
pattern with the left hand side moving faster than the right.

To explore the effect of hardening modulus on material defor-
mation, the previous simulation was repeated with hardening
modulus increased from 0.0167 to 1.67 MPa and the results are
shown in the right hand column of Fig. 4. For the case of lower

value of hardening modulus, the surface of the blank at different
stages of compaction is smooth. When a higher value of harden-
ing modulus is used, the surface of the blank at different stages
of compaction becomes rough.

Again, we will discuss the possible advantages of SPH for
forging in the context of defect prediction:

• Severe surface oxidation (scale) can form if the metal is heated
too much prior to forging. The formation and tracking of sur-
face oxide has been effectively demonstrated in ingot casting
simulations [11] with SPH and relies in its in-built history
tracking capability.

Cleary, Prakash and 
Ha, J. Mat. Proc. 
Tech., 2006 



Peridynamics (Silling) 

•  Two ‘flavors’: 

•  Bond-based: simply pair 
interactions, v = ¼.  

•  State-based: peridynamic 
stress and deformation 
tensors allow arbitrary 
constitutive models. 

•  Note based on PDEs (distinction 
with SPH) but reduces to PDEs 
in limit of refinement. 

48 E. Emmrich et al.

Fig. 1 Notation for
bond-based model

Combining Newton’s third law actio et reactio, which gives

f . Ox;x;!!/ D !f .x; Ox;!/; (5)

with the balance of angular momentum leads to the conclusion that the pairwise
force function is parallel to " C !. We call f homogenous if

f .x; Ox;!/ D f .";!/

is fulfilled for all " and !.1 Furthermore, a material is called microelastic if there
exists a so-called pairwise micropotential w such that f .";!/ D r!w.";!/.
One of the simplest nonlinear models that has been suggested is the proportional
microelastic material model with

f .";!/ D cd;ı s.";!/
" C !

j" C !j!.0;ı/.j"j/; (6)

where
s.";!/ D j" C !j ! j"j

j"j
denotes the bond stretch2 that is the relative change of the length of a bond. By j " j
we denote the Euclidean norm. In this case the related micropotential is given by

w.";!/ D cd;ıs
2.";!/

2
j"j!.0;ı/.j"j/;

where we have chosen the micropotential such that w."; 0/ D 0. The constants of
proportionality are

c1;ı D 18K

5ı2
; c2;ı D 72K

5"ı3
; c3;ı D 18K

"ı4

with the bulk modulusK D #.1C $/=.3$/ D 5#=3.

1Note that the notation f D f ."; !/ is somewhat ambigious. Indeed, for a given function u D
u.x; t / the mathematical correct way to describe f is using the Nemytskii operator F W u 7! F u
with .F u/.x; Ox; t / D f . Ox ! x; u. Ox; t /! u.x; t //.
2For the notation s D s."; !/, see also Footnote 1.

Macek and Silling, FE Anal. Des., 2007x 



Peridynamics 

II. PERIDYNAMICS

Coined from Greek roots for ”near” and ”force”. The discretized peridynamics equation of

motion is:
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We can write this most succinctly using Einstein notation as:
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where the forces f

ip (i.e. the force on particle i due to the particle p) is determined from a consti-

tutive relationship for a spring. This can of course, be non-linear, and can of course, account for

large deformations, as well as ’bond rupture’.

That is, the acceleration of each peridynamic particle is determined from the volume associ-

ated with that particle and the force between a collection of neighboring particles: the force is a

function of the relative displacement between the given particle and its neighbors, and the initial

relative position of the particles.

Let s

ip

= be the relative elongation of a bond between particles i and particle p. Then we have:

s

ip

=
|dx

ip +du

ip|� |dx

ip|
|dx

ip|
(25)

Note that only in the limit of small deformation is the norm of the relative position plus relative

displacement equal to the sum of the individual norms. Suppose we have a linear spring, such that:

| f
ip

|= k · s
ip

(26)

where the direction of the force lines along the line directed between the current positions of

particle i and particle p.
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r ü(x, t) =
Z

W(h)
f

⇥
u(x0, t)�u(x, t),x0 � x

⇤
dV

x

0 (22)

In discretized form, using particles, this is written as:

r ü
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•  The discretized form: 

•  A sensible statement: 
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i

= f

ip

�
dx

ip,du

ip

�
V

p

(25)

where the forces f

ip (i.e. the force on particle i due to the particle p) is determined from a consti-

tutive relationship for a spring. This can of course, be non-linear, and can of course, account for

large deformations, as well as ’bond rupture’.

That is, the acceleration of each peridynamic particle is determined from the volume associ-

ated with that particle and the force between a collection of neighboring particles: the force is a

function of the relative displacement between the given particle and its neighbors, and the initial

relative position of the particles.

Let s

ip

= be the relative elongation of a bond between particles i and particle p. Then we have:

s

ip

=
|dx

ip +du

ip|� |dx

ip|
|dx

ip|
(26)

Note that only in the limit of small deformation is the norm of the relative position plus relative

displacement equal to the sum of the individual norms. Suppose we have a linear spring, such that:

| f
ip

|= k · s
ip

(27)

5

II. PERIDYNAMICS

Coined from Greek roots for ”near” and ”force”. The discretized peridynamics equation of

motion is:
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where the direction of the force lines along the line directed between the current positions of

particle i and particle p.

The constitutive relationship in the usual sense for this material is an isotropic elastic material

with the properties:

k =
pd 4

k

18
; v =

1
4

(28)

where d is the event horizon, i.e. the range over which particle interactions are considered. More

on this in a minute. The first of these properties is easily derived from considerations of the strain

energy per unit volume of material subjected to isotropic expansion. The second of these comes

from Love’s original treatise from 1944, which is lengthy and involved.

Considerable work has been done to demonstrate that in the limit of high particle density (or

small even horizons, provided you do not eliminate all neighboring particles), one can demonstrate

equivalence with classical elasticity theory.

If you truncate the interaction past a critical separation, call it s

o

, then one can show the intrinsic

toughness of the material is:

G

c

=
9s

2
o

kd
5

(29)

Thus, we can independently choose the bulk modulus and fracture toughness of the material: we

can choose the spring stiffness for a given event horizon to get the right modulus, and then choose

s

o

to get the corresponding toughness (given the spring stiffness and event horizon).

The limitation of bond-based peridynamics to v = 1/4 is rather profound, at least in hope that

the peridynamics can model any arbitrary constitutive law, notably plastic incompressibility. To

circumvent this, state-based peridynamics was developed, which couches things in terms of a

peridynamic stress tensor and deformation gradient.
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•  Bond stretch between particle “i” and particle “p”: 

•  The constitutive law: 

•  Equivalent continuum properties: 
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Peridynamics 

•  State-based model: compute peridynamic 
deformation and stress states 

SAND2007-3464C • frame 24

Peridynamic states:
Using material models from classical theory

• Map a deformed state to a deformation gradient tensor.
• Use a conventional stress-strain material model.
• Map the stress tensor onto the bond forces within the state.

F 

σ σ σ σ ((((F))))
f=T ((((ξξξξ))))

Y(ξξξξ)=ξ ξ ξ ξ + ηηηη•  Map motion onto 
deformation 
gradient 

•  Conventional 
stress-strain to get 
stress 

•  Map stress onto 
bond forces 

Silling, McMat07 (his website) 



Silling and Bobaru, IJNLM, 2005 

Macek and Silling, FE Anal. Des., 2007 

Askari, et al.  JOP, 2008 

Inter/transgranular fracture Cracking (plates, membranes) 

Fiber networks 
Ballistics 

Examples: Silling’s peridynamics 



Peristatics* (with weird particles) 

*(Most of) you are complicit.  

Nacre (abalone): Barthelat, et al., 
JMPS, 2007 

Synthetic Al2O3/PMMA: Munch, et al., 
Science, 2008 

Thermal barrier coating: Donohue, et al., 
Mat. Sci. Eng. A, 2013 

Rone Kwei Lim, William Pro, Professor Linda Petzold & Professor Marcel Utz (Southampton) 



•  Small volumes of ceramics are 
strong. 

•  Small fractions of ductile phase 
limits compliance. 

•  Interlocking, ordered 
architecture transfers loads to 
bricks and diffuses damage. 

Begley, et al., “Micromechanical models to guide the development of brick and mortar composites”, JMPS, 
2012 

Brick and mortar ‘particle’ modeling 

concentrate loads onto the bricks via shear transfer, and (iii) ductility is promoted by brick pull-out, which can
alternatively be thought of as micro-cracking in the composite that diffuses damage.

While this underlying composite concept may be straightforward, it is also clear that there are competing deformation
mechanisms that lead to trade-offs in macroscopic composite performance (e.g. Ji and Gao, 2004a; Rabiei et al., 2010;
Wilbrink et al., 2010). For instance, an increase in the peak shear stress that can be carried by the mortar (or sliding
interfaces) can produce an increase in the composite strength, but can also lead to a decrease in composite ductility (by
preventing sliding prior to brick failure) (Ji and Gao, 2004a; Wilbrink et al., 2010). The transition between these two
mechanisms (mortar failure vs. brick failure) depends not only on the peak shear stress carried by the mortar, but also on
the brick size (which dictates brick stress) and mortar thickness (which dictates mortar strain for a given composite
strain). Ji and Gao (2004a) and Wilbrink et al. (2010): this implies there is an optimal yield stress for a given geometry, or
conversely, an optimal geometry for a given mortar yield stress.

In the development of synthetic ‘brick and mortar’ materials (Munch et al., 2008; Tang et al., 2003; Launey et al., 2009;
Ekiz et al., 2009; Kakisawa et al., 2010; Launey et al., 2010; Posiadlo et al., 2007; Bonderer et al., 2008, 2010a,b), such
considerations are tantamount to the criteria that define effective processing pathways. The selection of constituent
materials determines the desired geometry that serves as a target for process refinement. Alternatively, the limits of a
given processing route should inform materials selection (provided, of course, the processing route allows for alternatives).
Quantitative connections between constituent properties, brick architecture and macroscopic composite response are thus
critical to synthetic materials development. Given the currently uncertain limits on microstructures accessible through
synthesis techniques under development (Munch et al., 2008; Tang et al., 2003; Ekiz et al., 2009; Kakisawa et al., 2010;
Posiadlo et al., 2007; Bonderer et al., 2010a), and the desirability of utilizing a wide range of materials, analytical models
that make such connections are highly desirable, since they neatly side-step the need for a cumbersome numerical study
that covers a broad parameter space.

This is the focus of the present work, rather than an explicit treatment of nacre or an attempt to quantify deformation
mechanisms in natural materials. (It is worth noting that the mechanisms at work in natural materials may be far more
complex than synthetics (e.g. Jackson et al., 1988; Espinosa et al., 2009; Jager and Fratzl, 2000; Currey et al., 2001; Evans
et al., 2001; Gao et al., 2003; Ji and Gao, 2004a,b; Barthelat et al., 2006; Tang et al., 2007; Rabiei et al., 2010; Wang and
Boyce, 2010), and exploit additional beneficial microstuctural features such as hierarchy at multiple scales Zhang et al.,
2011.) The present analytical models describe the macroscopic modulus, strength and ductility of an idealized composite
(see Fig. 1), with elastic bricks arranged in a staggered pattern that are bonded with elastic–perfectly plastic mortar.
Synthetic brick and mortar materials use glassy polymers or ductile metals as mortar (Munch et al., 2008; Kakisawa et al.,
2010; Launey et al., 2010; Bonderer et al., 2008, 2010a); both are well-represented by an elastic–perfectly plastic solid. (In
addition, this type of approximation is fairly general and may accurately reflect behaviors for a variety of mechanisms such
as frictional sliding Evans et al., 2001.) To illustrate the implications of materials selection and processing limits, new
mechanism maps are presented which illustrate trade-offs in macroscopic properties that are triggered by a transition in
failure mechanisms, e.g. brick failure, vertical interface failure and horizontal interface failure. To evaluate the validity of
the models, they are used to make comparisons with previous measurements on a PMMA=Al2O3 synthetic composite
(Munch et al., 2008). The model is then used to estimate the range of improvements that are possible (i.e. fabrication
targets) for synthetic materials.

Fig. 1. Schematic illustrations of the idealized composite and unit cell used to derive composite tensile properties: (A) variables defining the geometry,
(B) original and deformed unit cells for asymmetric layout analyzed for modulus and strength, and (C) symmetric unit cell analyzed for elastic–plastic
behavior.

M.R. Begley et al. / J. Mech. Phys. Solids 60 (2012) 1545–15601546

Very strong bricks relative to the mortar require large aspect ratios to optimize strength, while for very strong mortar,
smaller aspect ratio bricks are required. Suppose that the mortar and brick strength are fixed, and the aspect ratio of the
bricks is adjusted to maximize strength: in this case, and assuming the mortar is much weaker than the bricks, the
composite work to failure is given by

W f ¼ 4f "
gR

Ef
b

"
tY

sf
b

ð38Þ

Conversely, suppose the brick aspect ratio, w, is fixed by the synthesis pathway, and the yield stress can be adjusted to
maximize strength. The optimal work to failure is given by

W f ¼ 4f "
gR

Ef
b

"
2þw

w2
ð39Þ

In this case, small aspect ratio bricks are desired, assuming that one can increase the yield stress of the mortar to be close
to that of bricks. This limit is not particularly meaningful, because it simply says that if you have ductile mortar that is of
comparable strength to the bricks, one should simply make a material out of the mortar itself. Nevertheless, it does
emphasize the fact that increases in mortar strength should be met with concomitant decreases in brick aspect ratio.

4.3. Materials comparison and implications for developments of synthetics

The present models create the opportunity to VET various potential brick and mortar composites by comparing their
performance to existing materials. Clearly, the comparison should be made in the context of specific properties (i.e.
properties divided by the density), as metals will generally be far stronger and more ductile in terms of raw properties, and
typically much stiffer. Fig. 8 illustrates Ashby maps for modulus vs. failure work and failure work vs. strength, with all
properties scaled by the density. Naturally, different applications require different scaling exponents, and the range of
possible material properties is quite broad: however, the materials chosen in Fig. 8 are arguably representative of each
class of material (ceramics, metals, polymers). Note that the log scale implies that a unit change in the figure corresponds
to an order of magnitude, or a change of 0.3 corresponds to a factor of 2.

For reference, model predictions can be explicitly compared to measured properties of natural nacre and the nacre-
inspired synthetic Al2O3=PMMA composite of Munch et al. (2008). Using the properties from Table 2 for Alumina and
PMMA, and the pertinent composite details from Munch et al. (2008) (f ¼ 0:2, h¼ 8 mm, w¼ 50 mm), Eq. (9) predicts a
composite modulus of 122 GPa, very close to the measured value of 115 GPa (Munch et al., 2008). Using reasonable values
for nacre (Em ¼ 100 MPa, Eb ¼ 100 GPa, f ¼ 0:025, h¼ 0:2 mm and w¼ 2 mm, Jackson et al., 1988; Ji and Gao, 2004a), Eq. (9)
predicts a modulus of 50 GPa, again very close to the measured value of 60 GPa (Jackson et al., 1988). For comparison, the
model of Ji et al. predicts composite moduli of 30 GPa and 29 GPa for the synthetic composite and nacre, respectively (Ji and
Gao, 2004a, Eq. (5)). The difference can be attributed to the effect of intact vertical interfaces, and highlights the importance
of including such features when modeling this class of materials. Comparisons to other synthetic brick and mortar materials
(e.g. Tang et al., 2003; Ekiz et al., 2009; Posiadlo et al., 2007; Bonderer et al., 2008, 2010a,b) are not appropriate here, since
these materials have mortar volume fractions b40%. For such large volume fractions of mortar, the assumption of uniform
mortar shear strain inherent to the present model is not valid and accurate predictions are not expected.

2 3 4
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Fig. 8. Ashby property maps comparing the projected performance of various synthetic materials with ceramics, metals, polymers and cermets, with the
assumed synthetic properties listed in Table 2. The micromechanical predictions are shown as thick lines, with the arrows indicating the direction of
increasing aspect ratio w/h of the bricks. Note that the volume fraction of mortar varies along the prediction curves since the mortar thickness is held
fixed as the brick size varies.

M.R. Begley et al. / J. Mech. Phys. Solids 60 (2012) 1545–1560 1557



•  Subtle asymptotic limits: both small and 
large stiffnesses can be relevant 

Begley, et al., “Micromechanical models to guide the development of brick and mortar composites”, JMPS, 
2012 

Brick and mortar particle modeling 

where t ¼ t2=h, w ¼w=h are the aspect ratio of the bricks, and a¼ t1=t2 is the ratio of thickness of vertical and horizontal
mortar sections. For uniform mortar thickness f ¼ tð2þwÞ=w, while for very large aspect ratios f % t since horizontal
interfaces are dominant.

Small plane strain deformations are assumed with zero strain in the z-direction, and zero stress in the y-direction.
Under uniaxial deformation, the horizontal interfaces experience pure shear according to the relative displacements
between adjacent bricks in different rows, while the vertical interfaces experience pure tension according to the relative
displacements between adjacent bricks in the same row. The mortar is presumed to be thin enough such that horizontal
mortar layers experience uniform shear strains. The bricks are assumed to be perfectly elastic, while the mortar is
considered to be elastic–perfectly plastic and characterized by the uniaxial yield strength sY .

In this section, results are presented for fully elastic response of both constituents, with the yield strength of the mortar
used to define the elastic limit. It is assumed that interface rupture occurs immediately after yielding, such that brick
failure or horizontal failures correspond to composite failure. In contrast, the composite may or may not still carry load
after failure of the vertical interfaces. Ductile (post-yielding) behavior is considered in Section 3.

2.1. Governing equations for asymmetric overlap

The bricks are numbered as shown in Fig. 1B. Two solutions are needed for displacements in brick #1, since the relative
displacements will be different on either side of the origin: here, the displacement of brick #1 for x40 is denoted as u1a½x',
while the displacements for xo0 is denoted as u1b½x'. Continuity dictates u1a½0' ¼ u1b½0'. The macroscopic strain in the
composite, Ec , is dictated by the displacements of the ends of bricks #2 and #3 relative to the width of the unit cell: that is,
w ( Ec ¼ u2½s')u3½)ðw)sÞ'. In the following, the position is normalized by the brick width, x ¼ x=w while the displacements
are normalized according to u ¼ u=ðwEf

bÞ, where Ef
b is the failure strain in the bricks. This notation leads to the following

complete set of governing equations:

u 001a ¼ 2k2
2ðu2)u1aÞ, 0oxos
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where s ¼ s=w (i.e. the normalized shift in alignment from row to row), and k2 is a dimensionless parameter that describes
the strength of shear transfer in the horizontal mortar sections, given by
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where Em ¼ Em=ð1)v2
mÞ is the plane-strain modulus of the mortar (with Em as the elastic modulus of the mortar, and vm is

Poisson’s ratio of the mortar), Eb ¼ Eb=ð1)v2
bÞ is the plane strain modulus of the mortar (with Eb as the elastic modulus of

the bricks and vb is Poisson’s ratio of the bricks). The corresponding boundary (and symmetry) conditions are given by:
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where Ec ¼ Ec=Ef
b represents the total strain imposed on the unit cell normalized by the brick failure strain, and k1 is a

dimensionless parameter that describes the strength of direct stress transfer in the vertical mortar sections, and is given by:
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Emw
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The displacement D ¼D=ðwEf
bÞ represents the dimensionless displacement of the symmetry boundary of brick #2: this

unknown constant can be determined by adding D0½x' ¼ 0 to the list of equations. Thus, in total, there are four coupled
second order differential equations and one first order differential equation, requiring the nine boundary conditions, given
as Eq. (5). Note that the horizontal and vertical interface behaviors are decoupled in the sense that different constitutive
laws could be used for each one. This includes the limit where the vertical interfaces carry no load (e.g. are pre-cracked), in
which case k1 ¼ 0.

Once the solution is obtained, the maximum stress in the bricks, the maximum shear stress in the horizontal interface,
and the stress in the vertical interfaces is found via:
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where t ¼ t2=h, w ¼w=h are the aspect ratio of the bricks, and a¼ t1=t2 is the ratio of thickness of vertical and horizontal
mortar sections. For uniform mortar thickness f ¼ tð2þwÞ=w, while for very large aspect ratios f % t since horizontal
interfaces are dominant.

Small plane strain deformations are assumed with zero strain in the z-direction, and zero stress in the y-direction.
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displacements between adjacent bricks in the same row. The mortar is presumed to be thin enough such that horizontal
mortar layers experience uniform shear strains. The bricks are assumed to be perfectly elastic, while the mortar is
considered to be elastic–perfectly plastic and characterized by the uniaxial yield strength sY .

In this section, results are presented for fully elastic response of both constituents, with the yield strength of the mortar
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where sf
b ¼ EbEf

b is the failure stress of the bricks. The composite stress is given by the average of the peak stress in the
bricks and the stress in the vertical interfaces:

sc "
sc

sf
b

¼
1
2
ðu 01½0%þu 02½0%Þ ð8Þ

Note that the shear stress depends on the parameter h/w in addition to k1;2, whereas the composite modulus, brick stress
and vertical interface stress depend only on k1;2.

2.2. Purely elastic solutions

The full solutions to the equations outlined above are cumbersome, but can be trivially recovered using Mathematica or
the like. The displacement results will scale linearly with the strain applied to the unit cell as required. The effective
modulus of the elastic composite is defined according to sc ¼ Ec ( Ec , and is given by

Ec ¼
Ec

Eb

¼
2ðsinh½k2%k1)2 sinh½ð)1þsÞk2%sinh½sk2%k2Þ

2 sinh½k2%ð1þk1Þþðcosh½k2%)cosh½ð)1þ2sÞk2%Þk2
ð9Þ

The peak stresses in the constituents are given by

sb ¼
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h
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2 sinh½k2%k1

2 sinh½k2%ð1þk1Þþðcosh½k2%)cosh½ð)1þ2sÞk2%Þk2
( Ec ð12Þ

Again, note that the peak shear stress in the bricks involves a fundamentally different scaling than the modulus and direct
stresses (which depend only on k1;2) through the factor h/w. Also, these results are valid when k1 ¼ 0. This limit represents
the composite response after rupture of the vertical sections (or a layered composite with a regular periodic array of
cracks). For a purely elastic system, the stress in the composite after vertical cracking is simply sc ¼ Ecðk1 ¼ 0Þ ( E. Hence,
the stress drop upon vertical cracking is Dsc ¼ ðEc)Ecðk1 ¼ 0ÞÞEc , where the composite strain Ec is taken to be the
composite strain at which the vertical interface fails.

2.3. Composite elastic modulus

With regard to purely elastic behavior, there are several other asymptotic limits that are of interest. As a check of the
validity of Eq. (9), consider the limits that s-0 or k2-0: in these limits shear transfer between the bricks is zero and one
should recover the stiffness of two linear springs in series (i.e. bricks separated by thin vertical sections of mortar)
thickness. These asymptotic limits yield:

Ec *
k1

1þk1
¼

Emw

Ebt1þEmw
ð13Þ

which is indeed the correct form assuming that there are two springs in series. The other two limits pertain to small or
large values of k1 and k2

2. For k151 and k2
251, an asymptotic expansion of Eq. (9) yields the following approximation:

Ec * k1þ2k2
2 ( ðs)s2Þ ð14Þ

Immediately one observes that the maximum stiffness corresponds to brick overlap of one-half their width, s ¼ 1=2. Since
the k values are presumed small, this equation is only valid in the limit that the observed composite modulus is much
lower than that of the bricks, i.e. when Ec=Eb51.

This is not the case for the synthetic composites pursued elsewhere, nor for natural nacre. To see this, recast the k
values as follows:

k1 ¼
Em

f Eb

(
2aþw

a

k2
2 ¼

Em

f Eb

(
ð1)vmÞ

2
(wð2aþwÞ ð15Þ

where f is the volume fraction of the mortar phase. Consider, for example, a mortar to brick modulus ratio of Em=Eb + 10)3,
volume fractions of f + 0:01, brick sizes of w ¼ 5, vm + 1=3 and uniform mortar (a¼ 1): then, k1 + 0:7 and k2

2 + 1. Clearly,
these are not negligible compared to unity, and moreover, k1 and k2

2 are comparable. Even for relatively long bricks, the
normal stiffness still plays a significant role. Simply put, the limit of small mortar volume fraction corresponds to large
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concentrate loads onto the bricks via shear transfer, and (iii) ductility is promoted by brick pull-out, which can
alternatively be thought of as micro-cracking in the composite that diffuses damage.

While this underlying composite concept may be straightforward, it is also clear that there are competing deformation
mechanisms that lead to trade-offs in macroscopic composite performance (e.g. Ji and Gao, 2004a; Rabiei et al., 2010;
Wilbrink et al., 2010). For instance, an increase in the peak shear stress that can be carried by the mortar (or sliding
interfaces) can produce an increase in the composite strength, but can also lead to a decrease in composite ductility (by
preventing sliding prior to brick failure) (Ji and Gao, 2004a; Wilbrink et al., 2010). The transition between these two
mechanisms (mortar failure vs. brick failure) depends not only on the peak shear stress carried by the mortar, but also on
the brick size (which dictates brick stress) and mortar thickness (which dictates mortar strain for a given composite
strain). Ji and Gao (2004a) and Wilbrink et al. (2010): this implies there is an optimal yield stress for a given geometry, or
conversely, an optimal geometry for a given mortar yield stress.

In the development of synthetic ‘brick and mortar’ materials (Munch et al., 2008; Tang et al., 2003; Launey et al., 2009;
Ekiz et al., 2009; Kakisawa et al., 2010; Launey et al., 2010; Posiadlo et al., 2007; Bonderer et al., 2008, 2010a,b), such
considerations are tantamount to the criteria that define effective processing pathways. The selection of constituent
materials determines the desired geometry that serves as a target for process refinement. Alternatively, the limits of a
given processing route should inform materials selection (provided, of course, the processing route allows for alternatives).
Quantitative connections between constituent properties, brick architecture and macroscopic composite response are thus
critical to synthetic materials development. Given the currently uncertain limits on microstructures accessible through
synthesis techniques under development (Munch et al., 2008; Tang et al., 2003; Ekiz et al., 2009; Kakisawa et al., 2010;
Posiadlo et al., 2007; Bonderer et al., 2010a), and the desirability of utilizing a wide range of materials, analytical models
that make such connections are highly desirable, since they neatly side-step the need for a cumbersome numerical study
that covers a broad parameter space.

This is the focus of the present work, rather than an explicit treatment of nacre or an attempt to quantify deformation
mechanisms in natural materials. (It is worth noting that the mechanisms at work in natural materials may be far more
complex than synthetics (e.g. Jackson et al., 1988; Espinosa et al., 2009; Jager and Fratzl, 2000; Currey et al., 2001; Evans
et al., 2001; Gao et al., 2003; Ji and Gao, 2004a,b; Barthelat et al., 2006; Tang et al., 2007; Rabiei et al., 2010; Wang and
Boyce, 2010), and exploit additional beneficial microstuctural features such as hierarchy at multiple scales Zhang et al.,
2011.) The present analytical models describe the macroscopic modulus, strength and ductility of an idealized composite
(see Fig. 1), with elastic bricks arranged in a staggered pattern that are bonded with elastic–perfectly plastic mortar.
Synthetic brick and mortar materials use glassy polymers or ductile metals as mortar (Munch et al., 2008; Kakisawa et al.,
2010; Launey et al., 2010; Bonderer et al., 2008, 2010a); both are well-represented by an elastic–perfectly plastic solid. (In
addition, this type of approximation is fairly general and may accurately reflect behaviors for a variety of mechanisms such
as frictional sliding Evans et al., 2001.) To illustrate the implications of materials selection and processing limits, new
mechanism maps are presented which illustrate trade-offs in macroscopic properties that are triggered by a transition in
failure mechanisms, e.g. brick failure, vertical interface failure and horizontal interface failure. To evaluate the validity of
the models, they are used to make comparisons with previous measurements on a PMMA=Al2O3 synthetic composite
(Munch et al., 2008). The model is then used to estimate the range of improvements that are possible (i.e. fabrication
targets) for synthetic materials.

Fig. 1. Schematic illustrations of the idealized composite and unit cell used to derive composite tensile properties: (A) variables defining the geometry,
(B) original and deformed unit cells for asymmetric layout analyzed for modulus and strength, and (C) symmetric unit cell analyzed for elastic–plastic
behavior.
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conversely, an optimal geometry for a given mortar yield stress.
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as frictional sliding Evans et al., 2001.) To illustrate the implications of materials selection and processing limits, new
mechanism maps are presented which illustrate trade-offs in macroscopic properties that are triggered by a transition in
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Brick and mortar particle modeling 

•  Only brick displacements & rotation matter. 

•  All energy at the system is in the interface. 

•  Cohesive law describes energy of the interface in terms of relative motion. 
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NVidia 
Graphical 
Processing  
Units 
(GPUs) 

Intel CPUs 

•  Derivatives are expensive and 
localization is tough to capture.    
(---, ---) 

•  Connectivity is nearest neighbor 
and parallel function calls are 
cheap.                                             
(+++,+++) 

•  Monte Carlo minimization 
(direct search) 

•  Calculate energy for new 
positions, accept lower energy 
states (and a small fraction of 
higher ones) 
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bending 
displacements 

•  Compute elastic energy (as a 
function of crack length, loading, 
geometry, etc.) 

•  Calculate the macroscopic energy 
release rate for the anisotropic 
elastic solid. 

•  Determine loads to initiate 
fracture, Infer initiation toughness. 

•  If toughness is actually a property, 
it should be independent of 
geometry and loading 

The computer version of Begley & Landes, 1972,  ASTM STP 514 
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Vertical stress components 

‘plastic’ zone 

Brick and mortar particle modeling 



Energy distribution 
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Energy distribution: 90 degree case 

Brick and mortar particle modeling 



•  Begley: “Plot the initiation 
toughness for all your specimens 
and loading conditions on a single 
plot.” 

•  (Pause for figure.) 

•  Begley: “Is this it?!?! I thought you 
ran like 100 cases. Plot them all.” 

•  William: “Why? They’re all pretty 
much identical.” 

•  (Pause for dumfounded stare.) 

•   William: “Oh. Yeah. We should do 
that.” 

“An Academic Life” 

Screenplay by M.R. Begley & W. 
Pro 
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Elastic brick and mortar particle modeling 



Concluding Remarks 

•  Reduce complexity of meshing. 

•  Allow for discontinuities, geometry evolution. 

•  Can be adapted to a wide variety of constitutive models. 

•  Involve internal length scale: strongly impacts accuracy, speed. 

•  Calibration?!?!? 

 

Particle methods: 


